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Background
What are NWS River Forecast Centers (RFCs) to do when the computing environment 
at the RFC is not available?  

For example because of:
– Natural disaster
– Major System/Software Upgrade
– Other (Office Move, etc.)

APRFC
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Background

• Working Assumptions for the RFC Backup Project
– A FEWS client-server system is the primary component for RFC 

operations
– A nationally consistent RFC backup approach is needed

• Today, where available, RFCs use RFC-specific or regional solutions 

– An approach for backup that relieves RFC personnel from the ongoing 
responsibility of maintaining a backup computing environment is 
needed

– A solution consisting of degraded operations during backup should be 
expected

• Tools and data (INPUT/OUTPUT) less than what’s normally available - Focus 
on essential services as defined by RFCs

• The National Water Center, in Tuscaloosa, AL, was established with 
a “test” and “operational” RFC-like environment remotely 
accessible by RFCs and capable of reproducing the data and 
processes used during RFC operations
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RFC Backup Details - Standby Mode
Syncing From RFC to Offsite Backup

The goal is to maintain a “hot” backup, 
such that any of the 13 RFCs can execute 
“essential” operations, using resources at 
NWC, at any give time

The NWC will host client-server instances 
of FEWS for all 13 RFCs using shared 
resources

MC00 MC01 MCXX

AT RFC AT NWC
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RFC Backup Details - Operations Mode
Executing RFC Workflows on Offsite Backup

During a backup event RFC forecasters can 
access the client/server instance of FEWS 
running at the NWC from a pre-defined remote 
access location (using “NX” by NoMachine)

Recent tests show, given the current hardware specs, it’s 
possible to support:
• Three RFCs per backend server and 
• Three to five FEWS OC clients per workstation

This would require 5 servers and 4-6 workstations to support 
either all 13 RFCs in standby mode or up to three RFCs running 
simultaneous backup operations
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Legend:   RP1 : Primary MC (at RFC)            RP2:  Backup MC #1 (at RFC)             RP3:  Backup MC #2 (at NWC)

RFC Backup  Configuration

RP2
(at RFC)

RP1
(at RFC)

RP3
(at NWC)

All operations are taken over by 
NWCT RP3 system on NWC side, 
including all workflows runs.
Reason: Failover Priority = 1 while 
failover priority of RP2 = 0 is failed.

RFC

NWC

Operational

Offsite Backup

Most Forecast related Tasks 
scheduled on RP1 to run on 
failover

Using FEWS related features when working with 
multiple related MCs, For example:
1. MC Priorities    (RP1=9999, RP2=0, RP3=1)
2. “Run on Failover”
3. EVENT-ACTIONS (using MC status Codes)

A setup is in place that allows the onsite backup to 
take over operations when the primary MC is down 
and the offsite MC to take over when both MCs at 
the RFC are down

MC-MC sync on RP2 –
Data from RP1

MC-MC sync on RP1 –
Data from RP2 Onsite Backup

Some Tasks scheduled on RP2
(Not set to Failover on RP1)

Some Tasks scheduled on RP3 using FEWS EVENT-
ACTION configurations, which allow for automated 
startup 

(required workflows uniquely scheduled on RP2)

MC-MC sync on  RP3 –
Data from RP2

https://publicwiki.deltares.nl/display/FEWSDOC/04+Setting+Up+Event-Action+Configuration
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RFC Backup Details

Scheduled Workflows
Workflows scheduled to automatically execute on the RFC’s AI instance at the NWC fall into three 

different categories as described by the following example for APRFC

Group A are locally defined scheduled workflows that run constantly at NWC as scheduled in the 

NWCT AI - system level maintenance tasks

Group B are workflows defined on MC at RFC to “run on failover” that appear with a "remote mc id” 

(i.e. ACRMCO2) in the NWCT AI" 

Group C are workflows defined in the NWCT AI with a tag of "RUN_ON_FAILOVER" (currently 

suspended) - tasks that will respond to a "failure" event by becoming active
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RFC Backup
Installation Details

• Three parallel MCs installed under a common directory on the MC server resource
– MCRFC#1
– MCRFC#2
– MCRFC#3

• Three instances of a FEWS Postgres DB managed by one Postgres Server on the DB server resource
– RFCDB#1
– RFCDB#2
– RFCDB#3

• Three parallel FSS installations (2 shell servers per RFC) installed under a common directory on the 
FSS server resource

– RFC#1
• FSS00
• FSS11

– RFC #2
• FSS00
• FSS11

– RFC#3
• FSS00
• FSS11

• Three parallel pi-service installations installed under a common directory on the FSS server resource
– rfc#1_pi
– rfc#2_pi
– rfc#3_pi

• One FEWS software installation shared by all three RFCs
– If needed, able to support multiple FEWS releases, to account for RFCs upgrading one at a time over the span 

of several months
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RFC User Feedback
LMRFC – Strengths of Backup
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 There is now technical support for the RFC Backup System!

 The spinup for locally run RFC Backup operations is faster and 
simpler than the legacy system!

 Routine MC-sync keeps CHPS configurations on NWCT up-to-date.

 NWCT CHPS processes take over on a moments notice for failover.    

 Running CHPS on NWCT via NX-Client is virtually as quick as 
a local OC.  

 Support/transfer of Local Applications to Backup System has 
been simplified with subversion.

 Following the demonstrations, staff now prefer the National 
Backup system over the legacy system for the ease of use, 
robustness and similarity to the RFC operational system.  
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RFC User Feedback
LMRFC – Future Enhancements

 Currently limited to NWCT/RFC Backup connection via office with AWIPS 
(i.e. RFC, WFO, Region)

 Means longer spinup time of off-site operations with travel to offsite location, 
possibly during inclement weather. 

 Off-site offices may be limited in the number of AWIPS workstations they can 
spare to RFC staff for backup operations.

 Situations requiring off-site backup are typically the highest impact, heaviest 
workload (i.e. hurricane landfall). 

 The ability to connect to NWCT AWIPS off-site via VPN.

 Reduce travel time to off-site backup site and associated risks of travel.

 Reduce the lapse in RFC support between failover and spinup of operations.

 Reduce the required footprint of RFC support at the off-site location. 
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Looking Ahead
FY19 Plans

NERFC LMRFC WGRFC NWRFC APRFC RFC #6 RFC #7 RFC #8

Readiness 
Test

(quarterly)

Readiness 
Test

(quarterly)

Readiness 
Test

(quarterly)

Readiness 
Test

(quarterly)

Readiness 
Test

(quarterly)

48 Hour 
Demo 

(planned)

48 Hour 
Demo  

(planned)

48 Hour 
Demo  

(planned)

Readiness 
Test

(after demo)

Readiness 
Test

(after demo)

Readiness 
Test

(after demo)

* Readiness Test can include up to three RFCs simultaneously*
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Looking Ahead
FY20 Plans

RFC #1 - #8
(previously demonstrated)

RFC #9 RFC #10 RFC #11 RFC #12 RFC #13

Readiness Test

(quarterly)

48 Hour 
Demo 

(planned)

48 Hour 
Demo 

(planned)

48 Hour 
Demo 

(planned)

48 Hour 
Demo  

(planned)

48 Hour 
Demo  

(planned)

Readiness 
Test

(after demo)

Readiness 
Test

(after demo)

Readiness 
Test

(after demo)

Readiness 
Test

(after demo)

Readiness 
Test

(after demo)

* Readiness Test can include up to three RFCs simultaneously*
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Looking Ahead
Managing Risks

• Bandwidth of transferring data to NWC and using remote 
displays
– So far, no concerns, ad-hoc tracking shows nothing to be 

concerned about

• Routine Maintenance
– A dedicated group of folks is needed to support and maintain a 

changing environment at NWC
• Increased automation of installation will help
• Continued and expanded tracking of system level configurations (i.e. 

using GIT/SVN) is useful

– Routine involvement by RFC to confirm backup is functional is 
crucial

• Regularly Scheduled Tests
• Communicating changes to RFC-specific requirements (data/services)
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Looking Ahead
Areas To Explore

• Use of FEWS Open Archive During Backup
– RFCs have expressed interest in archiving INPUT data during backup to 

maintain the continuity of their operational archive after the backup 
event

– Possibly a way to “restore” FEWS DB at RFC after backup is over 
• instead of MC-sync back to RFC’s MC after backup event

• Automated deployment of FEWS components
– FSS: Not required to have FSS pre-configured

• Coming in FEWS 2018.02

– MC/DB: To minimize downtime during major system/software 
upgrades at backup site

• Reduced Number of MC components will help

• FEWS in the Cloud
– Reduces hardware space needed at NWC
– Allows for easier expansion of computing resources to consider more 

processes/workflows during backup
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RFC Min (MB) Max (MB)

ABRFC 170 220

APRFC 160 180

CBRFC 350 400

CNRFC requested requested

LMRFC 140 200

MARFC 785 840

MBRFC 270 325

NCRFC 300 475

NERFC 200 225

NWRFC requested requested

OHRFC 210 250

SERFC 250 300

WGRFC NA NA

Total 2.8 GB 3.4 GB

Amount of Data synced Daily to the backup MC at the RFC
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Data synced at Different Times of the Day
(All RFCs)

Data Synched

Data synced (Y axis) is in MB and 
Time of day (X axis) is in GMT

Assuming OneNWS network planned 
upgrades of  up to 300 Mbit/s, it would 
take  less than 5 minutes to transfer 5 GB 
of data


